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Why is it that an algorithm as simple as back-propagation with stochastic gradient descent
SGD so successful to train deep neural networks? One the one hand, the optimization
problem in very high-dimensional problems may be easier than initially thought, with bad
local minima probably less of an issue than was feared for many decades. On the other
hand, back-propagation, even when crippled with lots of noise, still leads to very fast con-
vergence, and much faster convergence than perturbation-based methods, but open fron-
tier is how to deal with estimation of gradients through non-differentiable black boxes or
discrete transformations. SGD variants end up having surprisingly good properties, both
in terms of optimization and in terms of generalization. SGD focusses first on what the
training examples have in common, on the factors that can explain many examples, and
only much later on the exceptions, outliers and noisy examples which would otherwise
lead to overfitting.
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