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Abstract

This talk addresses the issue how to design and compute a net-
work with feedback, that exhibits complex but desired dynamical be-
haviors for some particular cognitive tasks. We illustrate the linkage
between neural computation with attractors and the memory stor-
age/retrieval using the additive network of neurons, and discuss the
simplicity-capacity dilemma arising from the requirement for a net-
work to posses a large number of stable patterns and to be easily
implemented. We then propose a novel approach based on signal pro-
cessing delay and show the interaction of delay, feedback and refrac-
toriness in a simple inhibitory network of two neurons can generate
three basic types of oscillations and these three basic oscillations can
then be pinned together to form a large num ber of interesting coex-
isting periodic patterns. Therefore, a simple and small network with
delayed feedback can process a large amount of information. How con-
nection topology of a large network enhances the networks capacity for
memory storage and retrieval remains to be an interesting task.


